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Volatility forecasting is an important area of research to financial markets and lot of effort has been expended in improving volatility 
models since better forecasts translates into better pricing of options and better risk management. In this direction, this paper attempts to 
evaluate the ability of ten different statistical and econometric volati l ity forecasting models to the context of Indian stock and forex 
markets. These competing models are evaluated on the basis of two categories of evaluation measures – symmetric and asymmetric error 
statistics. Based on an out - of - sample forecasts and using a majority of evaluation measures Ire find that G.-I RCH 11. I, and EW.1 L4 
methods will lead to Netter volatility forecasts in the Indian stock market and G.4RCH (5, I) will achieve the same in the forex market The 
same models perform better on the basis of ' asymmetric error statistics also. 
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Introduction 

Volatility is the variability of asset price changes over a particular period of time and it is very 
hard to predict it correctly and consistently. In financial markets, volatility presents a strange 
paradox to market participants, academicians and policy makers. Without volatility superior returns 
cannot be earned, since a risk free security offers meager returns. On the other hand if it is 'high', it 
will lead to losses for the market participants and represent costs to the economy. Therefore, 
volatility estimation is an essential part in most finance decisions, be it asset allocation, 
derivative pricing or risk management (Poon and Granger, 2003) . However, there is no easy 
answer to the question of which model should be used to calculate volatility since different 
volatility models which are being used by practitioners lead to different volatility estimates. In the 
past two decades, this has been a fertile area for research in financial economics for both 
academicians as well as practitioners. Unfortunately, most of the work was done in developed 
markets in the context of stock and forex markets. This paper is an attempt to examine the 
efficacy of the competing volatility forecasting models in the Indian market. 
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The works of Mandelbrot (1963) and Fama (1965) were the first few orks that examined 

the statistical properties of stock returns. In the same strand.:\kgiray's (1989) work 

proceeds further which not only investigates the statistical properties but also presents 

evidence on the forecasting ability of ARCll (autoregressive conditional heteroskedastic) 

and GARCH (generalized ARCH) models Nis-a-v is EWMA (exponentially weighted 

moving average) and the Historic Simple Average method. Pagan and Schwert (1990) 

report that GARCI I and EGARCH (exponential general autoregressise conditional 

heteroskedastic) models enhanced Nsith terms suggested by nonparametric methods yields 

significant increases in explanatory po\\er. In the same year, Dimson and Marsh (1990) 

came up \kith rather interesting finding that simple models perform better than the 

exponential smoothing or regression based methods. Of course, it has to be noted that their 

study does not include the popular ARCH family of models. In contrast to this. Tse (1991), 

Tse and Tung (1992) find that EWMA models provide better forecasts than the GARCH 

models. These studies were conducted in different markets – the former was carried out in 

the l K stock market while the later was conducted in Japanese and Singapore markets 

respectively. Franses and Nan Dijk (1996) examined the forecasting ability of the GARCI I 

family of models against random walk model in five European stock markets and found that 

the random walk model fares better even when the period of the 1987 crash \ as included. 

Brailsford and Faff(1996) investigated the forecasting models in the .\ Australian market and 

found that though the ARCH I class of models and simple regression provide better 

forecasts the rankings \\ere sensitise to the error statistic used to assess the accuracy of the 

forecast. In the context of foreign exchange markets. West and Cho (1995) find evidence in 

favour of the GARCH model over shorter inter\ als and in the longer horizon no model fares 

better. Some of the more recent N\ orks Were by Loudon et al. (2000), Alcmillan et al. 

(2000). Yu (2002). Klaassen (2002). Vilasuso (2002) and Balaban (2004). 

In the Indian context. \'arma (1999) investigated the volatility estimation models 

comparing LARCH and the EWMA models in the risk management setting. Pander (2002) 

explored the extreme value estimators and found that they perform better than the 

traditional close to close estimators although his study does not consider the performance 

of extreme s clue estimators sersus time varying volatility models. Kaur (2004) examined 

the nature and characteristics of stock market volatility in India. 

From the literature review the following points emerge: 
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1. There is no conclusive evidence as to the supremacy of any volatility fore-casting model 

in the literature on developed markets. 

2. In the Indian context. research on this important topic is fragmented as there is no work 

that compares the ability of all the important competing models. Though, to some extent, the 

work by Varma (1999) is an important contribution, it considers only the stock market and 

that too with a different objective. 

3. In the context of foreign exchange market, this topic is not addressed at all. 

4. Evidence in the form of out-of-sample forecasting has not been used and the question of 

how the simple models fare against sophisticated models is still unanswered in Indian 

literature. 

In this context, the present work sets out to investigate the relative ability of various forecasting 

models ranging from naive models to relatively advanced models in both stock and forex 

markets of India. 

Data Description 

In this study. we considered the NIFTY index as a proxy for the stock market and accordingly, 

the closing index values were collected from June 3, 1990, till December 31, 2005. The exchange 

rate data was pertaining to the Indian rupee/US dollar exchange rate over the period January 3, 

1994, till December 31, 2005, and the same was collected from the Pacific Exchange Rate Service 

(http://fx.sauder.uhc.cal). Out of the total observations the data pertaining to July. 1990. till 

December, 2000, totaling 126 monthly observations of NIFTY were used for estimation of the 

model parameters and the remaining observations will be used for out-of-sample forecasting also 

know n as hold out sample. In the case of foreign exchange market, the data pertaining to the 

January 1994 till December, 2000, totaling 85 monthly observations were used for estimation 

ofthe model parameters and the remaining observations will be used for out of sample 

forecasting. Therefore the first month for which out-of-sample forecasts are obtained is January 

2001, and the out-of-sample forecasts were constructed for 60 months till December, 2005. The 

daily observations were converted into continuous compounded returns in the standard method 

as the log differences: 

r= In~ . 

 

here I stands for the closing index yalue'exchange rate on day 't'. Following Merton (1980) the 

monthly ' olatility is obtained as the sum of the squared daily returns in that month hich is shown 

below: 
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0.-=Er, 

r=1 

 
 
Where rr is the daily return on day't' and N is the number of trading days in the month under 
question. The descriptive statistics of the data are presented in Table 1 and Figures I and 2 
plot the return series of NIFTY and exchange rate respectively. The mean daily return for 
NIFTY was 0.0631% while for exchange rate it was 0.0119% and the annualized volatility 
for NIFTY is around 27.88% and for the exchange rate it was 4.278%. Both the series exhibit 
excess kurtosis indicating that the unconditional return distributions are not normal. The 
Jarque-Bera (JB) statistic confirms that normality is rejected at a p-value of almost 1. The plot 
of return series in Figures 1 and 2 shows that there is persistence and volatility clustering is a 
feature of both the markets which suggests that the volatility is predictable. From Figures 3 
and 4 we can note that the returns exhibit fat tails which is more prominent for the exchange 
rate series. The Ljung-Box Q statistics for the return and squared return series show that the 
null hypothesis of no serial correlation cannot be rejected at 36th lag for both series. To test 
for possible unit roots the Augmented Dickey-Fuller (ADF) statistic is calculated and the 
results are presented in the last row of Table I. The null hypothesis of unit root can be rejected 
in both the cases at 1% level of significance. 
 
 

Table 1: The Descriptive Statistics of the Data 

 NIFTY returns Exchange rate returns 
Mean 0.000631 0.000119 
Standard Error 0.000291 0.000049 
Standard Deviation 0.017633 0.002706 
Kurtosis 5.918042 28.63223 
Skewness -0.12005 0.887248 
Minimum -0.13054 -0.02187 
Maximum 0.120861 0.034755 
J B 5347.902(0.000) 10295.91(0.000 ) 
Q(36) 145.15(0.000) 63.004(0.004) 
Q:(36) 2240.1(0.000) 517.78(0.000) 
ADF statistic** 25.83543 21.86964 

 

• The McKinnon critical value at I°e level of significance is 3 4356 and the test is conducted '.srth 4 our lags. The inferences 
remain the same for the Phillip-Perron test also For an explanation of Augmented Dickey Fuller test, see Hamilton (19941 
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Figure 1 Figure 2 
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The absence of unit root means ;he series is stationary, and combined with the phenomenon of 
volatility clustering implies that volatility can be predicted and the forecasting ability of the different 
models can be generalized to other time periods also. 

Competing Models 

Taking cues from the literature review, this work examines the forecasting capabilities of the following 
models: 

1. Random walk 2. Historical mean 3. Moving average 4. Simple regression 5. Exponential 
weighted moving average 6. Simple and higher order GARCH models 

The models that were considered in this particular study are not exhaustive but cover a very large variety 
of models ranging from naive models to the advanced models like GARCH and the model preferred by 
practitioners.We tried to include those models whose efficacy has not been examined earlier jn the 
Indian context. We were also 
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guided by the researcher's assessment of the models used by practitioners like exponential 
smoothing (RiskMetricsT" which uses this model is being used by more than 625 institutions 
worldwide. Source: Web site of Risk metrics). 

In the follow ing paragraphs. we attempt to give a brief description of all the candidate models: 
Random 'talk .T1ot/el 

As per this model, the best forecast for this period's volatility is the last period's realized yolatilit\ 

U,2 _  c r 

where t = 127 ........ l 86 for Nifty and t = 85.................144 for the exchange rate series. Historical 

Mean Model 
Assuming the conditional expectation of the volatility constant. this model forecasts volatility as 
the historical average of the past observed volatilities 

 1 ,-I 
crt – 1  

 

w here t = 127 ....... l 86 for Nifty and t = 85.................144 for the exchange rate series. Moving 

Average Mode/ 
in the historic mean model, the forecast is based on all the available observations and each 
observation, whether it is very old or immediate, is given equal weight. This may lead to stale prices 
affecting the forecasts. This is adjusted in a moving averages method which is a traditional time 
series technique in which the volatility is defined as the equally weighted average of realized 
volatilities in the past 'm' months. 

1 , 

m 

The choice o f 'm '  is rather arbitrary and in this paper we investigate five models of 3, 6. 12, 24 and 
60 months. 

 

 

Simple Regression 
In this method, the familiar regression of actual volatilities on lagged values is run. In other words, 
autoregression is first perfornwd on the first part of data which is meant 
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for estimating the parameters and the estimates thus obtained were used for forecasting the volatility for the 

next month. Accordingly, the first part involves running the following regression: 

6, = a + , Q 6, 

' a '  and 13' are estimated over the 11 year period from July 1990 till December 2000 for NIFTY and for the 

exchange rate it was done for 7 year period from January 1994 to December 2000. Now for the next forecast 

the volatility for February 2001. the parameters ' a '  and 'fY are re-estimated by omitting the most distant 

past observation i.e.. July 1990 and including the January 2001 actual volatility observation. This process is 

repeated and thus the estimation window moves forward. The same process is carried out for exchange rate 

series also. By following this methodology. we actually utilize the time-varying parameters for each month. 

Exponential Weighted Moving Average' 
Exponential smoothing is an adaptive forecasting method that gives greater weight to more recent 

observations so that the finite memory of the market is represented. This method adjusts the forecasts based 

on past forecast errors and the forecast is calculated as a weighted average of the immediate past observed 

volatility and the forecasted value for that same period i.e., 

a,' = a., +(1—a)'6-~ 

Here a is known as smoothing factor and is constrained to 0 < a <1. The smoothing factor 

determines the weight that is given to actual volatility observed in the immediate past month 

and as a a—* 1 it means more recent observations get more weight and a can he chosen based 

on the analyst's intuitive judgement or can be objectively determined so as to produce the best 

fit by minimizing the sum of the squared deviation between actual and forecasted volatilities in 

the estimation period i.e.. using insample data. Past studies viz., Dimson and Marsh (1990) 

estimate optimal a for each year but. in this study, we re-estimate it on a monthly basis. 
ARCH and GARCH 

ARCH stands for 'autoregressiye conditionally heteroskedasticity' and these models 

tigietk speaking. this method Is exponential smoothing ttosseser. some practitioners and in particular. RiskMetrics'" call it as exponential sseighted 
nio,,n_ aserage. Hence to asotd conthsian tie are also calling this approach t' the same name 
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are a sophisticated group of time series models initially introduced by Engle (1982). ARCH models 
capture the volatility clustering phenomenon usually observed in financial time series data. In the linear 
ARCH (q) model, the time varying conditional variance is postulated to be a linear function of the past `q' 
squared innovations. In other words, variance is modeled as a constant plus a distributed lag on the 
squared residual terms from earlier periods 

r , = y+ E ,  and 6  = r ~ + a  
 
 

, = I  

Where E t— i i d  N(0,1) For stability Exa, < 1.0 and "...theoretically q may assume any number but 
generally it is determind based on some information criteria like Akaike information criteria ( AIC 
hereafter) or Bayesian information criteria (BIC hereafter). In financial markets the ARCH(1) model is 
used most often and this is a very simple model that exhibits constant unconditional variance but non-
constant conditional variance. Accordingly the conditional variance is modeled as 

o  = a o + a l  E ? ,  

As with simple regression, the parameters in ARCH and GARCH models (discussed next) are estimated 
at monthly intervals using a rolling window of monthly I 1 year window. 

The problem with the ARCH models is that it involves estimation of a large number of parameters and if 
some of the parameters become negative they lead to difficulties in forecasting. Bol lerslev (1986) 
proposed a Generalized ARCH or GARCH (p, q) model where volatility at time t depends on the observed 
data at t-1, t-2, t-3 ... t-q as well as on volatilities at t-1, t-2, t-3 ... t-p. The advantage of GARCH 
formulation is that though recent innovations enter the model it involves only estimation of a few parameters 
and hence there will be little chance that they will ill-behaved. In GARCH there will be two equations —
conditional mean equation given below, 

r , = y + a  
and the conditional variance equation shown below, 

H  P  ,  
a  = w+  a l .

E,_t+ fli 
 
 

= 1  , = I  

The parameters in both the equations are estimated simultaneously using maximum 

 

 

 

 

'E, I  
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it is assumed that they are Gaussian. The simplest and most commonly used member of the 
GARCH family is the GARCH (1, 1) model shown below 

, , 

=+a E-~+/3 
6-~ GARCH 

forecast for the next day is computed given as 

o-,,, = w + a e,2 +Q 

If the forecast is required for more than one day for instance `n' day forecast is given as 
n - t  

6(+n=c ( a + l ) ' + (a + /3 )n  6r  

=o 

Following Schwarz Information Criteria and Akiake Information Criteria' we found that the best 
model in the GARCH (p, q) class for 1 For conserving space and to maintain the flow the values are 
not presented and are available up on request was a GARCH (4, 1) in the stock market and GARCH 
(5, 1) in the forex market. We also tested for whether the GARCH (4,1) adequately captured all the 
persistence in the variance of returns by using Ljung-Box Q- statistic at the 36th lag of the standardized 
squared residuals was 38.496 (p = 0.357) indicating that the residuals are not serially correlated. 
However, in this study, we evaluated the performance of the GARCH (1, 1) model also that is often 
used in financial economics literature. 
In our forecasting exercise, first we estimated the GARCH parameters using the estimation 
period i.e., July,1990, to December, 2000, for NIFTY and January, 1994, to December, 2000, 
for exchange rate series and then used these parameters to obtain the forecasts for the trading 
days in January. 2001, and these daily forecasts were aggregated to obtain the forecast for the 
month of January 2001. Then the beginning and end observations for parameter estimation 
were adjusted by including the data for January 2001 and omitting the data pertaining to July 
1990. The procedure is repeated for every month using a rolling window of 11 years for NIFTY 
data and 7years rolling window for the exchange rate data. 
Empirical Results 
We compare the forecast performance of each model using the following error statistics used in 
past studies viz., Yu (2002) and Brailsford and Faff(1996). 

' For conserving space and to maintain the flow the values are not presented and are available upon request 
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Mean absolute error (MAE). Root Mean Square Error (RN1SE). Theirs U (TU) and MAPE. 
These are defined as follows: 

MAE = it ;:' RASE= 
 
 

I  ( a ,  –  a ,  1-T h e i l  -  U  =  
1 ( c , _ i –a- )' 

MAPE = -10 - a )''o-
1
 I7,_ 

In all the above statistics. 'n '  stand for number of out of sample forecasts which is equal to 60 

as the same was done over a five year period. Theirs U is a statistic that uses the random walk 

as a benchmark for comparing the quality of forecast models. Behind this notion is the belief 

that if a forecasting model cannot do better than a naive forecast, then the model is not doing an 

adequate job. These statistics are generally termed as symmetric forecast error statistics as they 

penalize both over forecast and under forecast equally. Since over forecast and under forecast 

may lead to different profit/cost consequences to buyers and sellers differently they have to be 

treated differently i.e., a differential sseighting is required since tinder forecast of volatility may 

be desirable for an option buyer since the resulting price w iII be less but it will be undesirable for 

the seller as the buyer's gain ss ill be the seller's loss. Follov Mg Brailsford and Faff (1996) the 

below mentioned asymmetric error statistics mean mi\ed error statistics MME(U) and NIME(0) 

v,ere constructed 

1 r„ 
M`IE(U)= -1 1 r - ! + L y ' c – G I  
60L 

 
MME(0) = 60L ,=l ~v~–cs!–~;6 a!] 

 
Where 0 is the number of over predictions and U is the number of under predictions. MME(U) 

penalize more the under predictions and MME(0) penalizes more the over predictions. 
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Results and Discussions 

 

Table 2 presents the results of the error statistics explained in the earlier section. In this table 
we present the actual statistic along with the relative ranking of that particular method among the 
competing models. From the results we can make the following observations. Firstly, based on 
Theirs-U and MAE the GARCH models outperform other models in both the markets viz., stock 
and forex markets. While on the basis of MAPE there is unanimity of the superiority of EW MA 
method in both the markets, on the basis of RMSE, EWMA method fares well in the stock 
market and in the forex market. Again GARCH (5, 1) model ranks the best. In the stock market. 
EWMA is found to perform better on the basis of two measures – RMSE and MAPE while on 
the basis of MAE, though it is ranked second. the difference in forecast error as per GARCH (4. 
I) and EWMA is very nominal. On the other hand, the GARCH models perform clearly ahead of 
EWMA in the forex market on the basis of three measures. 
 
Second, all the measures indicate historical mean model as the worst performing model in the 
forex market and in the stock market. Historical mean model is ranked worse by two measures 
i.e., MAE and MAPE while random walk model is categorized as the worse by RMSE and 
Theil's U. It is customary for Theil's U to compare the performance of competing models 
against the simplest of the forecast methods — termed the "naive" model, the random walk, 
which usually consists of a forecast repeating the most recent value of the variable – but in 
forex market three other models historic mean model, 5-yr moving average. and simple 
regression were found to produce worse results than the random walk model. The performance of 
the popular simple regression method is rather not encouraging in either of the markets - in forex 
market it was ranked as ninth by two measures and an equal number ranked it as eighth. 
 
Third, in the stock market, the forecast accuracy increases on an average of 70% by using the 
GARCH models vis-a-vis the worse performing models and in the forex market this 
improvement is to the extent of 80%. In other words, if we consider the forecast error of last 
ranked model on the basis of one of the measures (for instance) RMSE as the base then by using 
the top ranked model EWMA the forecast error reduces by around 49% which is a significant 
reduction in forecast error. 
 

Fourth. the higher order GARCH models like the GARCH (4. I) and GARCH (5, 1) perform 
better vis-3-vis the simple GARCH (1, I ) and other competing models and the improvement in 
forecast accuracy as indicated by Theil's-U. MAE or MAPE is quite significant. Finally, on the 
basis of asymmetric loss error statistics, one can note that only random walk model provides 
unbiased forecasts. The probability of over predictions is equal to the probability of under 
predictions which is equal to 50% and the null hypothesis of an equal number of under and over 
forecasts cannot he accepted for any other model but for random walk model at conventional le\ 
cls of significance. In both the markets the superior ranked models viz., EWMA or GARCI I 
models have 
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a tendency to produce over forecasts but with relatively small errors. On the basis of MME (U) the best fit 
GARCH (5, I) emerged better model in the forex market while the simple GRACH (1, 1) model ranked 
higher and on the basis of MME (0), the exponential smoothing method comes out as the best model. 
 
 
 

Table 2 
Forecast Error Statistics: Symmetric Loss Function 

Forex Market 

 
T l '  R a n k  ) L a E  R a n k  R I S E  R a n k  ) L I P E  R a n k  

F . I I  ) 1 A  0 . 3 7 1 2 _ 0 6 8 4 3  0  0 0 0 0 3 8 8 6  2  0  0 0 0 0 7 6 2 _  1  3  0 . 6 9 8 3 7 0 9 1 1  

LARCH (1,1) 0 . 3 4 3 1 4 7 9 5  2  0  0 0 0 0 3 8 9 8  3  0 . 0 0 0 0 7 3 2 7  2  1  0 7 3 2 9 5 3 (  3  

G A R C H ( 5 , 1 )  0 . 1 9 4 1 7 3 9 1  1  0 . 0 0 0 0 2 6 1 8  I  0 . 0 0 0 0 5 5 1 2  I  0 . 7 2 1 5 6 9 6 : 2  

0 . 0 0 0 1 4 8 1 9  1 0  9 .02841 22292 1 0  H i s t  m e a n  1 . 4 0 3 5 7 3 7 8  1 0  0 . 0 0 0 1 3 2 4 7  1 0  

M A  0 . 2 5  0 . 7 8 7 2 7 3 7 2  5  0  0 0 0 0 6 0 1 2  4  0 . 0 0 0 1  1 0 9 8 5  1 . 4 6 0 4 5 3 8 : 5  

N I A 1  
0  7 1 8 9 5 7 3 3  4  0  0 0 0 0 6 4 4 2  5  0 . 0 0 0 1 0 6 0 6  4  2  1 5 8 8 5 2 3 _  6  

M A 3  0  8 3 0 1  8 9 7 0  6  0  0 0 0 0 6 8 1 9  6  0  0 0 0 1  1 3 9 7  6  2 . 9 4 9 8 4 0 6 2 7  

M t A 5  1 . 0 4 2 2 1 6 5 5  9  0 . 0 0 0 0 9 2 9 7  8  0 . 0 0 0 1 2 7 6 9  9  5 . 3 9 7 4 5 4 1 6 8  

Random Walk 1  0 0 0 0 0 0 0 0  7  0 . 0 0 0 0 6 9 3 6  7  0  0 0 0 1 2 4 9 7  7  1 2 8 4 9 9 6 2 5  4  

S i m p l e  r e g  1 . 0 0 4 2 5 3 4 4  8  0 . 0 0 0 1 0 9 7 2 _9  0  0 0 0 / 2 5 3 5  8  6  3 1 5 9 1 3 5 - I  9  

Stock Market 

E I I  \ I A  0 272 _24587 2  0  0 0 1 8 2 6 8 9  2  0 . 0 0 3 7 5 7 8 1  I  0 . 4 3 6 3 4 1 5 2  I  

G A R C H  ( 1 , 1 )  0 . 3 6 6 0 3 5 2 6  3  0  0 0 2 0 5 1 3 8  3  
0  0 0 4 5 3 5 8 1  

3  
0  6 6 2 0 7 9 3 1  3  

G A R C H  ( 4 . 1 )  0 . 1 8 4 2 1 4 0 7  I  0 . 0 0 1 8 1 5 6 2  I  0  0 0 4 4 2 2 7 0  2  0  4 4 3 4 ' - 7 3 8  2  

H i s t  m e a n  0 . 6 7 7 2 7 6 8 3  8  0  0 0 4 4 7 3 9 7  1 0  0  0 0 6 0 1 6 0 2  7  1 . 9 0 8 4 1 8 1 2  1 0  

~ I A 0 . 2 5  0  7 0 5 9 8 8 4 9  9  0  0 0 2 9 9 0 8 2  4  0  8  0  7 87 - H4 08 4  5  

N I A 1  0  59060266_  4  0  0 0 3 1 4 6 9 6  6  0  0 0 5 6 1 7 9 0  4  1 1 2 _ 5 0 9 4 9 7  7  

) L 1 3  0  6 2 1 8 9 7 1 0  6  0  0 0 3 4 7 0 5 6   0  0 0 5 7 6 4 8 1  6  1  3 5 8 0 9 4 6 9  8  

M A 5  0  6 1 5 1 8 7 5 2  5  0  0 0 3 7 2 _ 3 3 9  8  0  0 0 5 7 3 3 6 3  
5  

1 5 3 2 9 1 , 1 2 2  9  

R a n d o m  W a l k  1 0 0 0 0 0 0 0 0  1 0  0  0 0 3 1 4 2 3 '  5  0  0 07 2 _ 9 75 2 1 0  0  7 . 3 8 7 1  3 7 3 4  

S i m p l e  r e g  0  6 5 7 8 7 6 2 8  
 

0  0 0 3 8 0 9 3 2  ' 9  0  0 0 6 3 7 9 6 4  9  1  0 9 2 0 4 2 0 5  6  
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Table 3 
Forecast Error Statistics: Asymmetric Loss Function 

Forex Market 

 M M E  ( U )  R a
n k  

M M E ( 0 )  R a n k  ' U F  * O F  B i n o m i a l  
P r o b a b i l i t y  

E ~ ~ S 1 A  0 . 0 0 0 2 6 0 3 7  5  0 . 0 0 2 4 5 3 7 6 2  I  2 5  3 5  0 . 0 4 0 5  

G A R C H  ( 1 , 1 )  
0 . 0 0 0 3 2 7 6 3  

9  
0 . 0 0 3 3 4 3 9 1 2  

4  1 8  4 2  0 . 0 0 0 8  

G A R C H ( 5 , 1 )  0 . 0 0 0 0 2 1 9 8  1  0 . 0 0 3 6 3 2 5 4  6  3  5 7  0 . 0 0 0 0  

H i s t  m e a n  
0 . 0 0 0 2 0 4 1 5  

4  
0 . 0 0 8 5 4 2 4 1 1  

1 0  9  5 1  0 . 0 0 0 0  

M A  0 . 2 5  
0 . 0 0 0 3 7 6 9 6  

1 0  
0 . 0 0 2 9 5 3 1 3 1  

2  2 5  3 5  0 . 0 4 5 0  

M L A 1  
0 . 0 0 0 3 2 0 3 6  

7  
0 . 0 0 3 5 3 2 3 0 8  

5  
2 4  3 6  0 . 0 3 1 3  

M L A 3  
0 . 0 0 0 2 7 1 4 2  

6  
0 . 0 0 3 7 1 5 1 5 7  

7  1 9  4 1  0 . 0 0 1 8  

M A 5  
0 . 0 0 0 3 2 2 6 4  

8  
0 . 0 0 5 3 3 7 6 1 1  

8  1 6  4 4  0 . 0 0 0 1  

R a n d o m  B a l k  
0 . 0 0 0 0 3 2 5 9  

2  
0 . 0 0 3 1 8 1 9 7  

3  2 8  3 2  0 . 0 9 0 0  

S i m p l e  r e g  
0 . 0 0 0 1 4 9 1 9  

3  
0 . 0 0 7 8 9 7 1 6  

9  9  5 1  0 . 0 0 0 0  

 
 

Stock Market 

E W M A  0 . 0 1 5 2 8 7 9 3 4 7  
0 . 0 1 7 3 1 7 5 9 8  I  24 36 

0 . 0 3 1 3  

L A R C H  ( I , I )  
0 . 0 1 0 7 7 6 0 1 7  

I  
0 . 0 2 9 1 6 8 6 3 6  

5  
1 4  4 6  0 . 0 0 0 0  

L A R C H  ( 4 , 1 )  0 . 0 1 7 6 7 1 2 3 7  9  0 . 0 1 9 6 1 9 1 0 5  2  2 5  3 5  0 . 0 4 0 5  

f l i r t  m e a n  
0 . 0 1 1 6 5 5 3 1 6  

2  
0 . 0 5 6 4 9 5 5 3 4  1 0  

6 .  
5 4  0 . 0 0 0 0  

M A  0 . 2 5  
0 . 0 1 2 1 2 7 2 _ 0
2  4  

0 . 0 2 7 , 3 6 2 9 2
8  4  1 9  4 1  0 . 0 0 1 8  

M A I  
0 . 0 1 2 7 8 9 1 4 4  

6  
0 . 0 3 3 6 5 4 6 1 5  

6  2 0  4 0  0 . 0 0 3 6  

M A 3  
0 . 0 1 2 4 7 5 9 4 7  

5  
0 . 0 4 1 7 1 1 6 5 3  

7  1 4  4 6  0 . 0 0 0 0  

B I A 5  0 . 0 1 2 _ 0 0 3 2 7
5  

3  0 . 0 4 7 6 4 8 5 4 2  9  8  5 2  0 . 0 0 0 0  

R a n d o m  W a l k  0 . 0 2 1 9 1 5 4 7 2  1 0  0 . 0 2 3 5 7 0 8 2 1  3  3 0  3 0  0 . 1 0 2 6  

S i m p l e  r e g  0  0 1 6 5 2 7 2 9 1  8  0 . 0 4 2 0 2 0 0 2 7  8  1 1  4 9  0 . 0 0 0 0  

' C F  a n d  O F  s t a n d  f o r  n u m b e r  o f  u n d e r  f o r e c a s t s  a n d  n u m b e r  o f  o v e r  f o r e c a s t s  
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Conclusion 
Volatility forecasting is an important area of research in financial markets and in this paper, we 

evaluate the comparative ability of different statistical and econometric volatility forecasting 

models in the context of Indian stock and forex markets.: total often different models were 

considered in this study and these competing models are evaluated on the basis of two classes 

of evaluation measures – symmetric and asymmetric error statistics. Based on the out of 

sample forecasts and the number of evaluation measures that rank a particular method as superior 

we can infer that EWMA will lead to improvements in volatility forecasts in the stock marke4 

and the GARCH (5. 1) will achieve the same in the forex market. These findings are contrary to 

the findings of Brailsford and Faff(1996) who found no single method as superior. But the results 

in stock market are similar to the findings of Akigray (1989) and McNlillan et (11(20001 and 

Anderson and Bollerslev (1998) and Anderson et al. (1999) in the forex market. The inferences 

remain same even on the basis of asymmetric error statistics i.c.. GARCH (4. I) and GARCH 

(5. I) models when under forecasts are penalized heavily in the stock market and forex market 

respectively and EVv'MA when over forecasts are penalized heavily. 
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